The Meta-Analytic Approach to Research Integration

Judee E. Onyskiw

A quantitative research method for aggregating findings from empirical research, meta-analysis is useful for systematically integrating findings gleaned from individual studies. Meta-analysis goes beyond the mere summarization and critique of research findings, to conducting statistical analyses on the outcomes of similar studies. Overall, meta-analysis represents a vast improvement over traditional methods of research review, by providing a more thorough description of the current status of research in an area and a more precise estimate of the effects of treatments or interventions. This article describes the meta-analytic approach to research integration, discusses the advantages that it offers for integrating nursing research, and highlights some of the methodological issues surrounding this approach.

Synthesizing and integrating research findings is integral to most research endeavours. Before embarking on a new research project, the investigator must put results of past research into a coherent form, in order to understand the current state of knowledge and to identify areas that require further investigation (Reynolds, Timmerman, Anderson, & Stevenson, 1992). Reviews not only form a critical link between past and future research but are fundamental to the accumulation of knowledge – because knowledge does not accumulate from the results of any single study. It is only when findings from numerous
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studies of the same phenomenon are integrated, synthesized, and organized into a rational pattern that knowledge in any discipline develops.

The traditional approach to integrating findings from previous research has been the narrative review. Literature on a topic is collected, reviewed, and summarized based on the criteria deemed important by the reviewer. This approach has been criticized because it lacks formal rules, poses difficulties when the literature base is large, and often leads to conflicting reviews of the same literature by different reviewers (Curlette & Cannella, 1985). Meta-analysis was developed to overcome some of the problems inherent in the narrative review, by increasing the objectivity of the review process. As a quantitative method, it goes beyond the mere summarization and critique of research findings, by providing statistical analyses on the outcomes of similar studies (Pillemer & Light, 1980). This approach can be taken by nurses to meet the challenge of making sense of the growing body of nursing research in order to guide knowledge development and practice.

The purpose of this article is to describe the meta-analytic approach to research integration, discuss the advantages it offers to integrating nursing research, and highlight some of the methodological issues surrounding this approach.

Definition

The term “meta-analysis,” which was coined by Gene Glass in 1976, is derived from the Greek prefix “meta,” meaning “transcending,” and the root, analysis. Glass differentiates meta-analysis from primary analysis, which is the original analysis of data, and from secondary analysis, which is the re-analysis of data either to answer the original research question with more sophisticated statistical techniques or to answer an entirely new research question. Glass defines meta-analysis as “the statistical analysis of a large collection of results from individual studies for the purpose of integrating findings” (1976, p. 3). Individual research studies are the subjects in a meta-analytic study as well as the unit of analysis (Devine, 1990). Since meta-analysis depends on the findings of primary research for its data, it is often referred to as an analysis of analyses.

Procedures

A meta-analytic study uses formal procedures to combine the findings of several empirical studies. It incorporates a systematic and objective process that parallels the research process in terms of scientific inquiry,
analogous phrases, and attempts to minimize threats to internal and external validity (McCain, Smith, & Abraham, 1986; Smith & Nattel, 1984). The researcher must carefully document the procedures used and the decisions made in order to allow others to assess the adequacy of the study and to allow for replication. Other researchers employing the same techniques should arrive at the same statistical conclusion (Pillemer & Light, 1980).

A meta-analysis involves the following steps: (1) defining the problem and establishing inclusion criteria for admissible studies, (2) retrieving relevant studies, (3) classifying and coding the study characteristics, (4) converting the outcome measure to a common scale or metric, (5) aggregating the study findings, and (6) interpreting the study findings. While meta-analysis was initially developed as a tool to integrate research from experimental or quasi-experimental designs, mathematical estimations have been developed to allow the technique to be used with descriptive research as well (Hedges & Olkin, 1985; Reynolds et al., 1992).

Defining the Problem and Establishing Inclusion Criteria for Admissible Studies

Clearly defining the research question is the first step in any study. The meta-analysis is driven by a specific research question, clearly formulated in terms of the target population, the treatment or intervention of interest, and the outcome measure. Next, systematic, objective, explicit procedures are developed to guide the retrieval of relevant studies. The systematic and objective nature of meta-analysis minimizes the potential for bias, while making the procedures explicit ensures that the study can be replicated (Petitti, 1994). Criteria are defined to determine which studies will be included in the meta-analysis. These criteria should be specific and the rationale for each criterion should be carefully documented in the study protocol.

Retrieving Relevant Studies

The second step is a thorough search of the literature to locate all studies pertinent to the topic. To avoid publication bias, it is critical that both published and unpublished studies be included (Dickerson, 1990; Smith, 1980). Cooper (1982) describes five approaches to locating studies: (1) computer searches, (2) abstracting services, (3) the descendancy approach, (4) the ancestry approach, and (5) the invisible college approach. In the first approach, computerized literature searches are
conducted of databases such as CINAHL, MEDLINE, PsycLIT, and SocioFile. The second approach involves scanning nursing, medical, psychological, sociological, dissertation, and other abstracts; dissertation abstracts are particularly useful for locating unpublished studies. In the descendancy approach, citation indexes are used to identify studies that cite papers central to a topic. The ancestry approach involves checking reference lists to identify relevant publications that have not been previously identified. Finally, the invisible college approach is an informal approach, to obtain unpublished studies, conference papers, and government, agency, and foundation reports through professional networks (Cooper). Details of the search procedure, including the approaches used, the years searched, and the search terms used, should be reported so others can evaluate the adequacy of the retrieval process.

Once the search is completed, two investigators independently review all retrieved studies to determine whether they meet the inclusion criteria. Cohen’s (1960) kappa correlational statistic is used to determine the extent of agreement between the two investigators; a kappa of .80 is generally considered acceptable (Waltz, Strickland, & Lenz, 1991).

Classifying and Coding Study Characteristics

The third step in a meta-analysis consists of classifying and coding the characteristics of all studies meeting the inclusion criteria. These study characteristics are the independent variables in the meta-analysis and are commonly classified into methodological and substantive features of the studies (Glass, McGaw, & Smith, 1981). Methodological features refers to variables related to the research design and methodology for each study, as well as publication information. Examples of methodological features include research design, sample size, sampling method, attrition rate, degree of blinding of experimenter, rating of study quality, source of the publication (e.g., journal, dissertation, book), date of publication, and form of study (e.g., published or unpublished). Substantive features refers to the research domain or question that the meta-analysis is addressing. Examples include demographic characteristics of the sample in the primary study (e.g., age, gender, ethnicity, health status), theoretical framework for the primary study, type of nursing intervention administered, and the outcome measure.

The study characteristics are then coded to determine whether the meta-analytic findings differ according to the nature of the primary studies. A coding form is developed to ensure a valid and reliable
process of collecting data (McCain et al., 1986). The coding form, often referred to as a codebook, is a compilation of the computer coding information of all the study characteristics. The coding form is valid to the extent that all relevant study characteristics are included, and it is reliable to the extent that the codes are used consistently and accurately. Investigators must be trained to use the coding form, and both inter- and intra-rater reliability should be assessed. All procedures used for ensuring reliability and validity should be as rigorous as those used in primary research and should be reported in detail in the final report (McCain et al.).

**Converting the Outcome Measure to a Common Scale or Metric**

Pooling the results from individual studies is simplified when research studies measure outcomes with the same instrument. Outcomes can be added up and then divided by the total number of studies to obtain an average effect size. More commonly, though, different investigators study the same construct using instruments that yield numbers on completely different scales. Consequently, a common scale or metric is needed to aggregate findings across studies. Indices of effect magnitude provide this common metric because they do not depend on the arbitrary scaling of the outcome measure. Two scale-free metrics are recommended for analyzing outcomes measured on a continuous scale: the effect size statistic \( d \) and the correlational statistic \( r \). The discussion that follows will focus on using the effect size \( d \) as an index of effect magnitude. Interested readers should refer to Rosenthal (1984) for a discussion of meta-analysis using the correlational statistic \( r \).

Effect size \( d \) is a measure of the mean difference between the experimental and the control group measured in standard deviation units (Cohen, 1988). This statistic provides information about the direction and magnitude of the effect, and is used for expressing the effectiveness of experimental treatments. It is interpreted as the number of standard deviation units by which the control group could have benefited or failed to benefit (depending on the sign) had they been exposed to the experimental treatment. When calculating the effect size, it is important to remember that some outcome measures assign a high score for the desired outcome of a treatment, while others assign a low score for the same outcome. It must be ensured that all outcomes in the desired direction have the same sign; otherwise, combining effect sizes will be meaningless. The effect size can be calculated in absolute terms and assigned a positive sign when the experimental group had higher values than the control group (Devine, 1990).
Although the $d$ statistic can simply be calculated as the difference between the mean of the treatment group and the mean of the control group divided by the standard deviation, effect sizes that have been adjusted for sample-size discrepancies provide more stable estimates of population effect sizes. The following formula estimates an effect size that is adjusted for sample-size discrepancies (Hedges & Olkin, 1985):

$$d_i = \left( \frac{3}{1 - 4(n_e + n_c) - 9} \right) \left( \frac{\bar{x}_e - \bar{x}_c}{Sp} \right)$$

where:  
- $d_i$ = effect size for each individual study  
- $n_e$ = sample size for the experimental group  
- $n_c$ = sample size for the control group  
- $\bar{x}_e$ = mean for the experimental group  
- $\bar{x}_c$ = mean for the control group  
- $Sp$ = pooled within-group standard deviation

The effect size is generally standardized by using the pooled within-group standard deviation, since this provides an unbiased estimator of effect size (Hedges & Olkin; Hunter & Schmidt, 1990). However, when the assumption of equal variance between the groups is not satisfied, Glass and his colleagues (1981) recommend using the control-group standard deviation. When means and standard deviations are not available, the effect size can be estimated from other statistics, such as the $t$, $F$, or correlational statistic (Hedges & Olkin).

Cohen (1988) provides standards for interpreting effect sizes in terms of absolute numbers, but warns that these standards are still being refined. An effect size from .20 to .49 is considered a small effect, .50 to .79 a medium effect, and .80 or greater a large effect.

Studies often contain more than one outcome measure, especially in non-experimental research; however, meta-analytic procedures require the calculation of a single effect size per eligible study (Petitti, 1994). Inclusion of more than one effect size per study inappropriately weights studies and violates the statistical assumption of independence. Several options are available for dealing with multiple outcomes. The researcher may choose the most conceptually congruent outcome, select an outcome randomly, average the effect sizes to provide a single estimate, or use multivariate meta-analytic procedures (Hedges & Olkin, 1985). Whatever option is chosen, it should be decided a priori, used consistently throughout the study, and documented in the study protocol.

The effect size is the dependent variable in the meta-analysis. Despite the fact that common statistics such as means and standard
deviations are used to calculate the effect size, studies with missing data are common (Devine & Cook, 1983; McCain & Lynn, 1990). When the publication includes the author’s address, it may be possible to obtain the required data. If the information is unavailable, the study cannot contribute to the summary estimate. However, the study should not be considered ineligible for inclusion in the meta-analysis. Rather, it should be reported as having missing data. Otherwise, researchers evaluating the retrieval process will assume that the study was missed in the literature search (Petitti, 1994).

**Aggregating the Study Findings**

The next step in the meta-analysis is aggregation of the study findings. Statistical analyses for combining data from several studies involves (1) estimating a summary measure of effect size, (2) estimating the variance of the summary measure, (3) testing for homogeneity, and (4) placing a confidence interval around the summary measure.

*Estimating a summary measure of effect size.* The summary measure of effect size is a descriptive statistic of central tendency providing a single summary value for the effect of an independent variable on a dependent variable within an entire area of study. Of the several methods for estimating this summary statistic, the simplest is to add up all the effect sizes from each individual study and divide the figure by the total number of studies. This provides an unweighted summary measure of effect size. A second method is to weight effect sizes before calculating the summary measure. This is done because Hedges and Olkin (1985) found that \( d \) is a slightly biased estimator of effect size. To provide an unbiased estimator, they recommend weighting each effect size by the reciprocal of the estimated variance of \( d \) in each of the studies to be aggregated in the meta-analysis. When sample sizes in the experimental and control groups are almost equal and greater than 10, the following formula provided by Rosenthal and Rubin (1982) can be used to estimate the weight of each study:

\[
w_i = \frac{2N_i}{8 + d_i^2}
\]

where: \( w_i \) = weight for each individual study  
\( N_i \) = total sample size for each individual study  
\( d_i \) = effect size for each individual study

A weighted summary measure of effect size is then calculated as the sum of the products of the weights times the effect sizes from each
of the individual studies divided by the sum of the weights from each of the individual studies.

\[ d_s = \frac{\Sigma (w_i \times d_i)}{\Sigma w_i} \]

where: \( d_s \) = weighted summary measure of effect size  
\( w_i \) = weight for each individual study  
\( d_i \) = effect size for each individual study

This formula now provides a summary measure that is weighted for sample-size discrepancies and has the smallest possible variance. Frequently, both weighted and unweighted summary measures are reported.

Individual effect sizes that are extreme in relation to the rest of the values (i.e., outliers) distort the summary measure and the observed variance (Huffcutt & Arthur, 1995). One method for dealing with outliers is to use the median effect size, since this measure of central tendency is less sensitive to outliers (Light, 1980). Alternatively, outliers can be "winsorized" – which is a procedure for trimming the data by discarding outliers from both tails of the distribution to make the data set more representative of the population. Light recommends deleting the largest 5% and the smallest 5% of the values and using the remaining effect sizes to calculate the summary measure. In addition, the study characteristics of studies with outlying effect sizes should always be examined to determine why they are atypical. These studies may reveal interesting patterns that could contribute significant information about an intervention. For example, it may be that an intervention was more effective for certain subgroups of the population or in certain settings.

**Variance of the summary measure.** The variance of the summary measure is calculated to provide an index of the variability associated with the summary measure. If the variance is large, the summary effect size may be misleading when interpreted in isolation. A large variance suggests the presence of confounding variables. The variance is estimated by calculating the inverse of the sum of all the weights for each independent study, as follows (Rosenthal & Rubin, 1982):

\[ \sigma_s^2 = \frac{1}{\Sigma w_i} \]

where: \( \sigma_s^2 \) = variance of the summary measure of effect size  
\( w_i \) = weight for each individual study
**Testing for homogeneity.** Although the summary measure of effect size provides important descriptive information, it can be interpreted with confidence only if the effect sizes from the individual studies are homogeneous. Testing for homogeneity is essentially an attempt to discover whether the variation in effect sizes can be attributed to sampling error. This tests the hypothesis that all effect sizes are equal against the alternative hypothesis that at least one effect size is different (Hedges & Olkin, 1985). It is computed using a $Q$ statistic, which has an asymptotic chi-square distribution with degrees of freedom equal to the number of studies minus one ($df = k - 1$), and is calculated as sum of the weights multiplied by the squared difference between the summary effect size and the individual effect sizes:

$$Q = \sum \left[ w_i (d_i - d_s)^2 \right]$$

where: $d_i =$ effect size for each individual study
$d_s =$ summary measure of effect size
$w_i =$ weight for each individual study

A nonsignificant $Q$ statistic indicates that the effect sizes are homogeneous (i.e., variation is due to sampling error) and that effect sizes can be pooled, since they estimate the same population parameter. A statistically significant $Q$ statistic, however, indicates rejection of the null hypothesis that the study effect sizes are homogeneous. Since the effect sizes are heterogeneous, they do not estimate the same population parameter and should not be pooled.

Once again, efforts should be made to search for the study characteristics that account for the variability. It may be that the primary studies were not testing the same hypothesis and should not be included in the same meta-analysis. Alternatively, some particular study characteristic (e.g., subject gender, length of treatment, or type of study) may account for the variability. When certain study characteristics mediate the relationship between the treatment and the outcome, consideration should be given to how these mediating variables might explain the heterogeneity. When heterogeneity exists, Hedges and Olkin (1985) advocate clustering the effect sizes into more homogeneous groups, and testing for homogeneity within these subgroups.

It should be noted, however, that testing for homogeneity is a controversial technique in meta-analysis (Hunter & Schmidt, 1990; Petitti, 1994). Hunter and Schmidt criticize this technique because it focuses solely on sampling error and ignores other artifactual sources of between-study variation such as that caused by computational or tran-
scripational errors, or differences between studies in reliability of measurement. Further, they caution that even when effect sizes are the same across studies, artifactual sources of variation alone may create variance beyond sampling error, causing a significant test when the sample size is large and statistical power is high. For further discussion of the controversy and the various approaches that can be taken when heterogeneity exists, refer to Hunter and Schmidt and to Petitti.

Confidence intervals. Although the summary measure is the "best" estimate of the true effect size, confidence intervals provide an estimate of the possible range of values for effect sizes within a given probability (Hedges, 1982). By convention, 95% confidence intervals are generally used. A confidence interval that does not include zero indicates that the summary measure is significantly different from zero. As the width of the confidence interval increases, less confidence can be placed in the summary measure. A 95% confidence interval (CI) for the summary measure of effect size is calculated as follows:

\[ 95\% CI = d_s \pm (1.96 \sqrt{\sigma_s^2}) \]

where: 
\[ d_s = \text{summary measure of effect size} \]
\[ \sigma_s^2 = \text{variance of the summary measure of effect size} \]

Interpreting the Study Findings

The final step in the meta-analytic procedure is relating the findings to the study characteristics in order to explain the results theoretically and to discuss its implications. Although meta-analysis provides a quantitative approach to resolving contradictory findings, the investigator must have a thorough understanding of the substantive area to make sense of the results and to derive meaningful conclusions. The quantitative findings of the meta-analysis must be discussed in relation to the current level of knowledge. The final report should include a discussion of the results, including the implications, and recommendations for further primary research or additional meta-analyses (Smith, 1994).

Advantages of Meta-Analysis

When rigorously used, meta-analysis can lead to an improved quality of research integration. It is more systematic, explicit, and objective than other methods currently used to summarize data (Mintz, 1983; Rosenthal, 1984). This approach uses formal procedures for combining the findings from empirical studies and requires fewer subjective judge-
ments. Because the study protocol is explicitly documented in the final report, other researchers can evaluate the adequacy of the method – which is important if the findings are to establish evidence of the efficacy of interventions. In addition, the explicit nature of the procedure allows for replication, a significant aspect of scientific inquiry.

A meta-analysis is more likely than other methods to lead to summary statements of greater thoroughness and precision. Meta-analytic results provide a more precise statement about the magnitude of effectiveness of an intervention, sample variability, and the interrelationships between variables and differences, as well as lists of descriptive data that allow for the identification of patterns (Smith, 1994). While summary measures of effect size provide important information about the effectiveness of interventions, the variation in effectiveness may also help identify particular groups that did or did not benefit from the experimental condition, thus leading to insightful information and areas for further research.

Conclusions reached in meta-analytic reviews are more definitive about the effects of an intervention than are those of narrative reviews (Devine, 1990). Because meta-analytic studies have more statistical power than primary studies, they are more likely to detect a consistent treatment effect, even when the power in the primary studies is low (Devine; Petitti, 1994). This feature is a particularly important one for clinical nursing research. It is often difficult to obtain large enough samples and sufficient statistical power to detect clinically relevant effects in a single study (Devine). The greater power of meta-analysis means less likelihood of accepting that there is no effect or relationship when an intervention really is effective (i.e., less chance of Type II errors).

Finally, a meta-analysis provides a more thorough description of the current status of research in a domain, identifies gaps in the knowledge base (Fiske, 1983), and gives directions for further research, by generating hypotheses for more primary research or additional meta-analyses (Smith, 1994). This method can help resolve uncertainty about the effects of interventions, which is essential given the current emphasis on establishing evidenced-based practice. When studies do not fit together well, researchers can better determine, when using the meta-analytic approach, where the inconsistencies and incongruencies lie. When a few studies present findings that are in marked contrast to the rest, isolating them may result in the identification of certain common characteristics, leading to discovery of meaningful information for designing more effective interventions. A major strength of this tech-
nique is that it encourages the researcher to view conflicting findings constructively (Light, 1980; Pillemar & Light, 1980).

Methodological Issues

Meta-analytic techniques are still relatively new and are continually being refined. The techniques presented above were based on Glass and his colleagues (1981), Hedges and Olkin (1985), and Rosenthal (1984), but other methodologies considered rigorous have been developed as well (Hunter & Schmidt, 1990). Selection of an approach is influenced by the research question, the level of data, and the educational background of the researcher. Regardless of the meta-analytic approach used, certain methodological issues are common to all approaches, and a researcher should be aware of these when planning to conduct a meta-analysis or when interpreting the findings of a meta-analysis.

Adequacy of the Database

A primary concern in meta-analysis is that the database be representative of all studies conducted on a phenomenon of interest. External validity is threatened when important strata of the population of studies are missing. Unfortunately, though, representativeness is difficult to ensure. Even when the topic area is well defined, it is often difficult to locate all relevant studies (Oxman & Guyatt, 1988). They may be in press or not yet indexed in computerized databases. Papers presented at conferences, theses, dissertations, government studies, and other unpublished studies are difficult to identify and obtain. Because of its limited circulation, such literature is often referred to as fugitive literature (Smith, 1980). Finally, in most disciplines there is a tendency to publish only research with significant findings. Rosenthal (1980) describes this phenomenon as the “file drawer problem,” because studies that fail to reach statistical significance are more likely to remain in researcher’s file drawers. When a meta-analysis uses only published studies, the sample may be biased; results of the meta-analysis will be skewed toward positive findings (Hunter & Schmidt, 1990; Lynn, 1989). To minimize this bias, every effort should be made to retrieve unpublished reports. When only published studies are used, this limitation of the meta-analysis should be acknowledged.

Variation in Study Quality

Another important issue in meta-analysis concerns variation in the quality of studies incorporated into the analysis. There is ongoing
debate whether all studies on a given topic should be included or whether inclusion should depend on a certain level of study quality. Glass (1976) argues that, to avoid a systematic investigator bias, all studies should be included. Other meta-analysts argue that there should be some differentiation of studies based on quality, because meta-analytic procedures are insensitive to the validity of the findings of primary research (Brown, 1991; Hedges & Olkin, 1985; Petitti, 1994; Rosenthal, 1984). Studies with low validity will contribute just as much to the summary measure as studies with comparable sample size but greater validity. Further, including studies of poorer quality may yield information that is not valid, which threatens the validity of the meta-analytic findings.

There is strong potential in meta-analysis for uncontrolled validity threats if many of the aggregated studies were poor in quality for the same reason (Petitti, 1994). For example, when several studies failed to randomly assign subjects to treatment groups, there is greater chance for error that is non-random and systematic. Statistical aggregation methods cannot overcome problems of bias and uncontrolled confounding. This is potentially a serious problem in any meta-analysis involving non-experimental studies that lack randomization to minimize bias and confounding.

One strategy to deal with this issue is to assess and code study quality as an additional study characteristic, and to examine the relationship between study quality and effect size (Mintz, 1983; Petitti, 1994; Rosenthal, 1984). The decision to include or exclude studies of poorer quality may be facilitated by examining the correlation between effect sizes and ratings of study quality. If the rating of study quality does not correlate with the effect size, there is less reason to exclude the study from the analysis. If a correlation is observed, the conclusions of higher-quality studies should be given greater weight, since these studies are more likely to yield valid information (Mintz). A system of weighting studies based on their rating of study quality can be employed (Rosenthal, 1984). Studies of low quality will be given a weight of zero and contribute no information. An alternative strategy is to stratify effect sizes based on the rating of study quality, and then examine effect sizes within each stratum.

Several instruments have been developed to rate research quality (Chalmers et al., 1981; Duffy, 1985; Smith, 1988). Research quality can also be rated using Cook and Campbell’s (1979) list of threats to internal and external validity and coding studies for the presence or absence of these threats (Cooper, 1982; Mitchell, 1985). Rating study quality
often needs to be specifically tailored for the type of research the meta-
analysis is addressing. Criteria that define quality have to be identified
and a standardized system of rating each criterion has to be devised. To
minimize investigator bias, two raters who are blinded to the study
investigator, the affiliated institution, and the journal of publication
should independently rate study quality according to the predefined
criteria (Rosenthal, 1984). Inter- and intra-rater reliability should be
assessed to ensure consistency in ratings.

Variation in Method

A common criticism of meta-analysis is that the procedure aggregates
data from studies in which the independent variable, the dependent
variable, and the sampling units are not uniform (Rosenthal, 1984). For
example, in Blegen’s (1993) meta-analysis of 48 studies to determine
factors contributing to job satisfaction among nurses, satisfaction was
measured using 21 different instruments. In Brown and Hellings’s
(1988) meta-analysis of 10 studies that examined early maternal-infant
contact and attachment behaviour, the dependent variable varied con-
siderably from observations of maternal gazing, affectionate behaviour,
tender touching, interaction and stimulation, demonstrating proximal
behaviours, and using a mother-infant feeding profile. When the con-
ceptual congruence of the dependent variables used in the primary
studies are debatable, aggregating the effect sizes to provide a single
summary measure of effectiveness may be theoretically meaningless
and will not provide sound evidence for establishing an evidential base
for nursing practice. Concern about conceptual congruence – an impor-
tant issue in any discipline – may have special relevance for nursing
research, because constructs from other disciplines are frequently used.
Even constructs with the same name may differ significantly in concep-
tual meaning across disciplines (Smith, 1994).

Concern about conceptual and methodological variation is com-
monly referred to as the “apples and oranges” issue. Glass and his col-
leagues (1981) argue that it is no more problematic to pool data across
studies than it is to generalize across subjects in primary research, and
that if interactions between study characteristics and effect sizes are sus-
pected, they can be tested in the context of a meta-analysis. Other inves-
tigators (Moody, 1990; Slavin, 1984) argue that it is inappropriate to
combine studies when the settings, subjects, or empirical qualities are
dramatically different. For a meta-analysis to be valid, the studies com-
bined must address common hypotheses and be conceptually and
methodologically equivalent. Further, when the primary studies are
similar, then differences in effect sizes are more likely to be explained by chance (Oxman & Guyatt, 1988).

Conclusion

With the increasing amount of research being conducted in nursing, integrating findings systematically is integral to understanding the current status of knowledge in an area and to obtaining direction for further investigative efforts. Meta-analysis provides for rigorous synthesizing and integrating the results of a large body of literature and determining the efficacy of nursing interventions, and is also a means for incorporating the information obtained from individual studies into the discipline’s knowledge base.

While meta-analysis represents a significant improvement over traditional methods of reviewing research, it is limited by the methodological and theoretical constraints of the primary studies included in the analysis. Nevertheless, when meta-analytic techniques are rigorously applied, they provide researchers with a powerful tool to help make sense of nursing’s increasing body of research.
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