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Secondary analysis, which involves the use of existing data sets to answer new research questions, is an increasingly popular methodological choice among researchers who wish to investigate particular research questions but lack the resources to undertake primary data collections. Much time loss and considerable frustration may result, however, if researchers begin secondary analyses without an awareness of the distinctive methodological and practical challenges involved. This article highlights difficulties that may arise when researchers use data from previous clinical research projects, including theoretical issues and problems involving sampling, measurement, and external and ecological validity. It also offers practical suggestions for undertaking a secondary analysis and criteria for evaluating secondary analyses.

Secondary analysis is "any further analysis of an existing data set which presents interpretations, conclusions or knowledge additional to, or different from, those presented in the first report on [an] inquiry and its main results" (Hakim, 1982, p. 1). Put simply, secondary analysis involves the use of existing data sets to answer new questions. Given the huge human and financial investment in data collection by funders, investigators, and subjects, it seems reasonable if not imperative, ethically speaking, to make the maximum use possible of research data.
(Hakim; Hyman, 1972). New uses of data may take many forms. Secondary analysts may select dependent variables from the data set that were not the focus of the initial analyses and examine their correlates, or they may explore further predictors of the primary outcome in the original study, or they may choose to examine relationships among variables in subgroups of subjects in the data set. Secondary data can have many other uses — for instance, validation of instruments and testing of complex theories, such as the buffering effect of social support on health in data sets where indicators of both concepts have been included.

The possible economies of money and time, compared with those entailed in mounting a primary study, have made secondary analysis an increasingly popular methodological choice, especially for doctoral students and researchers starting out in a particular area of inquiry. Nonetheless, much time loss and considerable frustration may ensue if researchers begin secondary analyses without an awareness of the distinct challenges involved. Unfortunately, limited guidance is available in the form of published discussions of the practical aspects of planning and conducting secondary analyses. Authors have touched on the advances in nursing research and knowledge development that might result from increased sharing of research data by nurses (Estabrooks & Romyn, 1995). A number of authors have discussed the use of large, publicly available databases in health research (Jacobson, Hamilton, & Galloway, 1993; Lange & Jacox, 1993). Still others have discussed the general way in which secondary analyses can be conducted (Mainous & Hueston, 1997; McArt & McDougal, 1985). Little attention has been paid, however, to difficulties that may arise in using data from previous clinical research, which is the major source of secondary data for nurse researchers.

To address this gap, this article will examine theoretical, methodological, and practical aspects of the planning and execution of secondary analyses. While qualitative data can be re-analyzed (Szabo & Strang, 1997), the focus here will be quantitative data sets. Furthermore, although secondary analysis may be conducted by the researchers responsible for a primary data collection, this discussion will assume that the secondary analyst was not involved in the design, conduct, or analysis of the original study. To provide a context for the discussion, occasional reference will be made to the first author’s doctoral research, a study of psychosocial correlates of health outcomes in patients with serious heart disease that involved secondary analysis of data from a series of randomized controlled drug trials (Clarke, 1998).
Theoretical Issues

The theoretical questions at the core of a secondary analysis are no different from those of any other type of research project: What are the variables of interest to the researcher? How did they come to be selected? What relationships between the variables of interest will be examined, and what conceptual framework or frameworks define these relationships? What means are available to measure them? (Polit & Hungler, 1995) How do different measures of the same concept interrelate? How do these measures overlap, how are they different, and which measure is preferable for a given study, and why? (Pedhazur & Schmelkin, 1991) The secondary analyst who reaches the point of data analysis — or, worse yet, manuscript preparation — without having answers to these questions will face serious difficulties. The theoretical underpinnings of any study are critical to every aspect of its planning and execution.

Concerns are sometimes voiced that secondary analysis is undertaken because it is somehow “easier” than primary research. Some feel that secondary analysts bypass the long process of framing research questions and that “ready-made” data sets enable researchers to skirt the issues of definition and operationalization of major concepts (Kasl, 1995). In avoiding the many difficulties that plague original data collection (such as securing the necessary funds and gaining access to subjects and obtaining reliable information from them, especially in healthcare contexts), Kasl states, secondary analysts are too often forced to make unacceptable compromises.

Perhaps some of the concerns stem from differences of opinion on the nature of the research process. Many investigators have been taught to view research as a linear process whereby the researcher begins with a literature review that reveals gaps in knowledge about a phenomenon. After reflecting on a theoretical framework to guide his or her study, the researcher chooses a population, a set of variables, and a series of relationships; selects measures; plans data collection and analysis; then gathers and analyzes the data and writes for publication (Brink & Wood, 1994; Polit & Hungler, 1994; Wilson, 1989). At least one version of this worldview posits that in “good research” the study’s methodology flows from research questions, not the other way around.

In practice, however, the planning of studies involves simultaneous consideration of the state of the literature, what can be measured, what subject pools might be available for data collection, and what analytic methods exist and are within the researcher’s expertise and budgets of
time and money. A linear approach, in which each "step" of the research process or portion of the research protocol is completed before the next one begins, is rarely possible. Research questions may be stimulated not only by reflecting on theories, and inconsistencies and gaps in the literature, but also by considering ways in which existing measurement tools or data sets can be put to use. Reflection on a theoretical framework may or may not occur at the outset of a primary study or secondary analysis. To be sure, using existing data places serious constraints on the secondary analyst. However, in primary research as well, compromises and deviations from methodological ideals, simultaneous rebalancing of multiple theoretical and design factors, and repeated recasting of research questions are nearly always required. In any research project, the methodological compromises must not invalidate the researcher's conclusions and the researcher must situate the finished product within a substantive or theoretical frame of reference. The order in which theoretical and methodological concerns were resolved in the development of a particular study is probably far less important than the theoretical integrity of the overall project.

When the dissertation research referred to in the introduction was being planned, the preliminary questions dealt with the relationship of psychosocial factors, such as social support, psychological distress, and socio-economic status, to patient well-being, clinical events, and mortality in heart failure (Clarke, 1998). The questions were stimulated by research suggesting that psychosocial characteristics predict health outcomes in forms of cardiac disease other than heart failure (Bucher, 1994; Frasure-Smith, Lespérance, & Talajic, 1993; Williams et al., 1992). The guiding theoretical perspective was the biopsychosocial model, which proposes that there are interconnections between physical health and the psychological and social worlds of individuals (Shaver, 1985). The original intent was to assemble a cohort of several hundred heart failure patients from local clinics, administer a baseline questionnaire, and follow the patients for approximately 1 year. Early on, however, a data set became available from a major clinical trial, Studies of Left Ventricular Dysfunction (SOLVD), involving more than 6,000 patients with left ventricular impairment, including a sizeable number with established heart failure (SOLVD Investigators, 1990, 1991). In SOLVD, patients completed an extensive series of paper-and-pencil questionnaires addressing psychosocial factors in a quality-of-life battery at the outset of their follow-up in the trial and at regular intervals thereafter (Rogers et al., 1994). An impressive array of biomedical variables were measured for each patient (including a variety of laboratory measures), and all subjects were meticulously followed for hospitalization, clinical
deterioration, and death over a median period of 3 years. Although the SOLVD data were not perfect for testing all of the hypotheses of interest, they were nonetheless far more comprehensive than would be possible in a primary data collection for a doctoral research study.

**Methodological Issues**

All departures from methodological ideals, particularly threats to internal and external validity, weaken confidence in the results of any study (Abelson, 1995; Campbell & Stanley, 1966; Pedhazur & Schmelkin, 1991). This is certainly true of secondary analyses. While it is difficult to generalize across all secondary analyses and data sets, three types of methodological concern are of special interest to secondary analysts and readers of their work. None of the three is unique to secondary analysis per se; however, all are quite common when previously collected data sets are used. They are: sample biases, measurement issues, and aspects of the original study (conditions of data collection) that may compromise generalizability to the populations of interest.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Major Methodological Issues in Secondary Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sampling</strong></td>
<td></td>
</tr>
<tr>
<td>• Selection biases: inclusion/exclusion criteria</td>
<td></td>
</tr>
<tr>
<td>• Representativeness of original sample</td>
<td></td>
</tr>
<tr>
<td>• Sufficient variability on key concepts</td>
<td></td>
</tr>
<tr>
<td>• Reductions in analytic sample due to missing data</td>
<td></td>
</tr>
<tr>
<td>• Selection of subgroups from a larger primary data set</td>
<td></td>
</tr>
<tr>
<td><strong>Measurement</strong></td>
<td></td>
</tr>
<tr>
<td>• Shortcomings of original researchers’ instruments</td>
<td></td>
</tr>
<tr>
<td>• Conceptual slippage in proxy measures</td>
<td></td>
</tr>
<tr>
<td><strong>External and ecological validity</strong></td>
<td></td>
</tr>
<tr>
<td>• Original conditions of measurement may be at odds with conditions of interest</td>
<td></td>
</tr>
<tr>
<td>• Time elapsed since original data collection</td>
<td></td>
</tr>
</tbody>
</table>
Sampling

With the exception of data sets from studies that have enrolled probability samples from general or patient populations, sampling bias is a near-universal problem in health research. It is a basic methodological principle that all inclusion and exclusion criteria limit the generalizability of results and that such limitations are exchanged for increased ease of data collection and analysis, especially in clinical trials (Friedman, Furberg, & DeMets, 1985). In secondary analysis, generalizability is driven by the original researchers' decisions about entry criteria, and these may well have been based on concerns different from those of the secondary analyst. For instance, in clinical trials many conditions and patient characteristics are measured and controlled to derive a relatively homogeneous sample, in order to facilitate the drawing of conclusions about the effectiveness of a given intervention.

The secondary analyst must be thoroughly acquainted with the methods used to accrue the original sample. Whether or not a research sample is representative of the population may be relatively unimportant for a primary researcher evaluating the effectiveness of a medication, yet it could be pivotal for a secondary analyst interested in the relationships of one measured variable (e.g., social support) to other measured variables in general populations of patients and families. By the same token, variability across subjects on psychosocial or clinical characteristics in a data set may be relatively unimportant to the primary researcher but crucial to the secondary analyst. The characteristics of convenience samples of patients and families will be strongly influenced by the types of individuals who visit or seek care at the clinics, hospitals, or other recruitment sites used by the primary researcher.

A good example of potentially serious sampling issues can be found in the first author's doctoral dissertation. A design feature of the original clinical trials was the screening and exclusion of subjects who did not reliably take study medications (defined as taking less than 75–80% of the medication dispensed at particular visits) (SOLVD Investigators, 1990). This process enabled the original researchers to consider adherence a relatively minor factor in the interpretation of their analysis. However, in the secondary analysis (Clarke, 1998), in which psychosocial factors were examined as possible correlates of a variety of health outcomes, having both compliant and non-compliant subjects might have been key to identifying psychosocial predictors. Social support and depression are believed by some scholars to influ-
ence health outcomes through their influence on adherence to medication and other disease regimens. Depressed and socially isolated individuals, for instance, have been shown to take their medications and engage in condition-related self-care less consistently than others (Carney, Freedland, Rich, & Jaffe, 1995; Cohen, 1988; Horwitz & Horwitz, 1993) and thus may be at higher risk of adverse health outcomes. By removing non-compliant patients from their final sample, the original researchers may have removed a high proportion of depressed and socially isolated individuals from their pool of prospective subjects. The results of the secondary analysis suggest that there are psychosocial correlates of health outcomes even among highly compliant patients with left ventricular dysfunction. However, the loss of non-compliant patients from the original sample might well have reduced the magnitude of the observed effects.

Representative sampling can also be compromised by missing data. Of course, it is to be expected that fewer than the full complement of the original subject pool will be available for any particular analysis because of missing data for certain variables. Many large data sets contain observations from more than one time point; in any longitudinal data collection, however, there will nearly always be at least some loss of subjects over time (Polit & Hungler, 1995). Subjects who fail to complete all measures in a study may differ significantly from those who have data for the entire set of variables. In individuals with medical illnesses, for instance, failure to complete measures is sometimes thought of as a proxy measure of disease severity (Fairclough & Gelber, 1996). If missing data forces the secondary analyst to select a subset of the original subjects, there will be consequences for sample size and statistical power, and there may well be an exacerbation of problems with selection bias and a further limiting of generalizability. Practical issues regarding the handling of missing data will be addressed in the next section.

The secondary analyst’s own decisions regarding which subjects from the original study to include may also influence generalizability. Not all of the subjects may be suitable for the analyst’s specific concepts of interest. However, drawing subsets of the original sample can have consequences for sample size and representativeness. For instance, when only the control or the experimental group of a clinical study is relevant to the secondary analysis and subjects have been randomly allocated to these groups, statistical power (and not sample bias) will be of concern. Obviously, all subject losses, from those screened out in the primary study to those excluded in the secondary analysis, must be
carefully reviewed. There are risks in drawing conclusions about trends and effects in general populations from samples that are skewed by one or more forms of selection bias. Particular caution is required in drawing conclusions from analyses of subgroups of patients from samples that are non-representative in the first place (Oxman & Guyatt, 1992). For instance, in analyses of data on female patients that originate from convenience samples in which men are overrepresented, the conclusions may not be generalizable to women in the larger community.

**Measurement**

Measurement issues are the second category of concern facing secondary analysts and the readers of their research. Although construction of “new” scales or indicators from the items available in a data set may be possible, the secondary analyst must generally settle for the original research group’s choice of measurement tools. In the data set analyzed in the first author’s dissertation research, the original research team measured psychological well-being using the Profile of Mood States (POMS) (McNair, Lorr, & Droppleman, 1981). When the original data collection was planned, in the early 1980s, this well-validated tool was commonly used in studies of psychosocial aspects of illness. However, when the secondary analysis was being planned, in 1994, more comprehensive measures of clinically important psychological distress, better reflecting the state of the art in psychological assessment, would probably have been selected for a primary data collection. Choices would have included instruments measuring anxious and depressive symptomatology (e.g., the Spielberger anxiety scales, the Beck Depression Inventory, the Center for Epidemiologic Studies–Depression scale) (Boyle, 1985), or even standardized clinical interview tools. Nonetheless, in the secondary analysis the POMS scores were able to shed light on some issues of interest. Unfortunately, null (non-significant) results that were in conflict with those of other studies raised questions about whether the absence of some of the expected associations was attributable to the use of a depression measure that was not strictly comparable to the ones employed by most other researchers.

Imperfections are inevitable, and it is unlikely that the best and most recent measurement tools for addressing all of the concepts of interest will have been used in the primary study. The researcher considering the use of an existing data set must make a judgement about whether the instruments that were used reflect current thinking about
a concept and its measurement, and must ensure that the psychometric properties of the instruments are strong. If measures from sources outside the original study’s data collection will be added to a data set (i.e., from other studies, new data collections, or special databases), these measures must also be reliable and valid.

The secondary analyst may be forced to construct alternative means of tapping important variables. In the data set used in the first author’s dissertation research, for instance, marital status was not formally assessed in approximately half of the patients. A proxy measure of marital status (whether or not a question regarding marital satisfaction was answered) was developed. As another example, if no information about income or education is available in a data set, but the patient’s zip or postal code is on file and socioeconomic status is of interest, publicly available census data could be used to locate information about average income and education in subjects’ neighbourhoods and thereby serve as a stand-in measure (Krieger, 1992). The drawback of using proxy measures is that they may contain inaccuracies and they often incompletely address the concept of interest. The degree to which an available measure is only a partial or tangential measure of a concept has been called “conceptual slippage,” and it has serious repercussions for the interpretation of both positive and negative (or non-significant) findings (Hyman, 1972).

New variables can often be added to an existing data set by using identifying data (for instance, names or health insurance or social security numbers) to gather information on health-care use or long-term mortality. There are, of course, ethical issues involved in using unique identifiers (like government- or provider-issued client numbers) to find out more about subjects than they had agreed to share upon entering the study. These ethical concerns will be outlined in the next section. From a methodological point of view, the reliability and validity of any measures added to the data set must be carefully assessed. It is particularly important that any new variables be collected in a consistent manner for all subjects. If, for instance, a specific hospital was used as a patient recruitment site for a primary study and some time later that same institution’s medical records are used to gather data to extend the follow-up of the subjects, it must be remembered that patients change their venues of care over time. There will be far more comprehensive data available for individuals who continued to seek care at that institution than for those who went elsewhere for medical attention at the conclusion of the study, creating a potential bias in the secondary data set.
External and Ecological Validity

A study's results are generalizable only if they were found in a sample comparable to the population of interest and involved measurements obtained under conditions similar to those seen in practice. In assessing the external and ecological validity of a secondary analysis, one must consider the overall context of the data collection in the original study. Under what conditions and for what purposes were the data collected? By whom? When? What was subject burden in the original study? Heavy demands on patients in terms of interview time, lengthy questionnaires, or frequent data collection (of other types) may lead to subtle forms of selection bias, with only especially healthy or strongly motivated patients having valid data on the measures of interest. Lengthy data collection may also jeopardize the validity of the individual measures in the sample. A tired or bored subject may not exercise particular care in filling out the last pages of a 30-page questionnaire.

In determining whether the conditions of the original data collection limit external and ecological validity of results from the secondary analysis, several further questions must be asked. What features of the subjects' experience in the original study differed from those of conventional follow-up, and, by extension, in what frame of mind were the patients when they completed the measures? Were they seriously ill individuals who hoped that their participation in a clinical study would enhance their well-being or prolong their lives? Intervention is part of many clinical research studies, and being randomly assigned to one of several study conditions is a significant departure for patients being followed under non-research conditions. The patients in the first author's dissertation data set were followed at academic medical centres; all received intense surveillance, medical management, and specialty referrals that may not be representative of patient follow-up in the general population. Also, patients questioned at various points with respect to a treatment, an experimental manipulation, or a major life event may give quite different responses to questionnaires or interviews in each case. Reflection on the circumstances under which measures were performed in the original research protocol is pivotal to avoiding erroneous interpretations of secondary data.

Another element of context is time frame. Considerable time may elapse between the collection of data, the primary analysis, and the availability of a data set for a secondary analysis. If the data collection predates the introduction of a major clinical advance for a particular patient population, the relevance of older data to current practice must be addressed. Even in the small number of cases where a new treatment
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eliminates the pool of patients with a given illness or complication, there may be important theoretical reasons for studying a particular set of relationships in an older data set. For instance, while new treatments change the natural histories of many diseases, the fact that illness is a major psychosocial stressor remains unchanged. Data collected some time previously can still yield important insights about, for instance, the process of patient and family adaptation to illness. That being said, the secondary analyst should be aware that opportunities to publish analyses of older data sets will be limited if peer reviewers see the data as excessively dated.

Summary

From the preceding discussions, it should be obvious that a methodologically "spotless" design is unlikely to be achieved in secondary analysis. However, assessment of potential problem areas is more complex than simple identification of the issues in the first place. In reports of secondary analyses, nearly every section dealing with limitations contains a sentence to the effect that conclusions are at best tentative because the data were not collected with the specific research questions in mind. While this is usually true, it is not especially informative. The reader is better served if the author pinpoints specific sampling, measurement, contextual, and other issues that are critical to weighing the credibility of the results and then discusses the directions that the results might have taken as a result of these problem areas.

Practical Issues

Having outlined the theoretical concerns in secondary analysis and addressed the various methodological issues that arise in this research approach, we now turn to some practical issues. While none of the steps in a secondary analysis is especially complex or unique, many are extremely time consuming. Fortune and McBee's (1984) comprehensive checklists of elements of the process are worth review; only the major phases and the pitfalls will be highlighted here.

Once the secondary analyst has located a prospective data set and its owner, he or she must ask some preliminary questions. At a minimum, the analyst needs to know the number and characteristics of the individuals in the data set (usually subjects or patients in clinical research) and which variables are contained in the data set. Once a data set is determined to be of potential interest, the conditions of use must be clarified with its owner. Research data are a scarce resource; thus the
Table 2  Practical Issues in Secondary Analysis

- Identifying a potentially useful data set and negotiating access to it
- Assessing data-set quality before making commitments/investments
- Obtaining ethics clearance, especially to seek further data on subjects
- Preparing the data for use and performing appropriate checks
- Dealing with missing data
- Interpreting results of exploratory analyses and analyses involving large sample sizes
- Reporting results of a secondary analysis in the proper context

owners of a primary data set may be quite protective of their interests when approached by outside investigators. Primary researchers are usually most concerned with credit and professional recognition such as authorship on papers, but control over the use of the data can be equally important. When the data in question are unique or of particularly high quality, the primary researcher may prefer to collaborate only with experienced colleagues in order to increase the odds that timely publication will result from the secondary analysis.

Considerable discussion has taken place in both Canada and the United States regarding planned regulations that would oblige researchers to share data from federally supported research after a “reasonable” amount of time (usually 5 years) has elapsed since data collection (Azar, 1999; Estabrooks & Romyn, 1995). Because there is currently no precedent for funding agencies to force researchers to hand over their data to other teams, data sharing remains voluntary. Even if options for obtaining data increase in the future, the prospective analyst should be aware that efforts to secure and analyze a data set will likely be fruitless without the cooperation of the primary research team.

Issues to be clarified with the original researcher include willingness to share the entire data set or only a certain portion of the variables, and payment or coverage of any expenses incurred in data sharing such as those for material or personnel resources. Access to the full range of variables collected for all subjects should not be taken for granted. The original researchers may offer the analyst a limited set of
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variables, and may directly or indirectly limit the type of analyses permitted. For instance, they may have reserved specific analyses for themselves or their associates, or may not allow the secondary analyst to re-examine the original study's primary outcome, or may not permit analyses that question the premises of the original study or of their research program. It is equally crucial for the analyst to clarify the primary researchers' position regarding the right to publish from secondary data, and of course credit, especially authorship, on any publication that results from the secondary analysis. At a minimum, citing of the original investigators and their funding sources in any publications or presentations is generally required. Many owners of primary data sets will expect to share authorship credit, and may or may not be willing to assist with the analysis and preparation of abstracts and manuscripts in exchange. As with any research collaboration, directly addressing difficult questions at the outset may prevent conflict later on. From a number of standpoints, a written agreement stipulating the expectations of each party will be useful. Although sensitivity to the primary researchers' concerns is essential (Sieber, 1991), secondary analysts should exercise a healthy pragmatism in deciding whether access to the data is worth the conditions being imposed.

Once a data set with variables of interest has been located and a preliminary understanding about access has been reached, a more in-depth evaluation of the data set is in order. Adequate documentation is vital. If, however, labelling and record-keeping have been less than perfect (as is often the case), it is essential that the original study personnel be available to answer questions. Publications from the primary study will be useful, but detailed protocols and procedures, and (if available) variable lists and descriptive statistics for the variables of interest, must also be studied. If the secondary analyst was not involved in the primary data collection, evidence of careful and consistent data collection is key. Did the original data collection proceed as planned? Did sampling and recruitment strategies change mid-course? A more subtle issue is the relative importance of the measures of interest for the original research team. If the major variables in the secondary analysis were not core measures in the original study, the data may be of poor quality and a high proportion of data points may be missing. An estimate should be made of how many subjects with desired characteristics have data available.

By this point, the preparatory work in conducting a secondary analysis has been completed and the researcher's attention turns to writing a proposal and obtaining review board or ethics committee clearance. These tasks are not always part of the process, but, especially
for a graduate student, protocol and proposal writing becomes an exercise in thinking through and formally presenting a coherent plan for analysis, and forcing the researcher to confront the issue of how much detail about the original data collection to present. As for ethics clearance, most consent forms in primary research restrict access to the original data forms (containing identifiers) to members of the primary research team (Polit & Hungler, 1995). If the data set is denonimalized (cleared of all identifying information), ethics clearance for secondary analysis is usually expedited. Otherwise confidentiality becomes an issue and the review board will be particularly interested in the content of the original consent form and the mechanisms for ensuring subjects’ privacy.

Some consideration should be given to whether additional data on the subjects in the data set could or should be collected. Will it be possible, for instance, to contact subjects and re-interview them, in order to obtain new variables or extend the follow-up period? Could similar ends be pursued using medical records, large databases (e.g., medical insurance or census data), or other research data? Is an expanded data set affordable, practical, and ethically feasible? If other sources of information (databases) are to be consulted, or if subjects are to be recontacted in order to increase the number of variables, mechanisms will need to be put in place to ensure that linking of data will not compromise the subjects’ rights. Regulatory bodies are growing increasingly concerned about violation of privacy and threats to well-being as a result of research. Once a study is completed, therefore, it is becoming difficult for researchers to obtain information on subjects beyond what is agreed to in the original consent form (McCarthy, Shatin, Drinkard, Kleinman, & Gardner, 1999). Committees will often insist that researchers seek further consent from subjects, but compromises are possible. Boruch and Cecil (1979) provide an extensive discussion of methods for ensuring confidentiality, such as using encrypted identification numbers and “information brokers” to interrupt the chain of connections between types of data and thus limit the linking of sensitive information to specific individuals.

After institutional ethics clearances have been obtained, attention shifts to preparation of data files for analysis. Floppy disks, CD-ROMs, or electronic mail attachments containing files with all the variables of interest are very convenient, but data may or may not come in the medium or format that the secondary analyst wishes to use. For instance, large data sets may be shared on data tapes for mainframe computers or may have been prepared using a different software
package (or a different version of the same package) from the one the analyst will be using. While excellent software for converting data-set files across different statistical packages is now available (e.g., Stat/Transfer), the conversion process could require the use of several computers and considerable technical assistance. Once the original data are in a format that permits analysis, further work may be necessary: if the data have been divided into several smaller files, these files will need to be merged using a subject number or code as the matching variable; and if additions to the data are planned, any additional variables will have to be prepared for inclusion — which could involve manual data entry.

The first step, after a complete data file has been prepared, is calculation of descriptive statistics for comparison with printouts and data dictionaries or reports of preliminary results from the primary study, in order to verify that the transfer across media has not resulted in data corruption. The secondary analyst may also wish to rerun analyses from the primary study to verify that the major variables have been correctly identified and that, at a minimum, the main results can be replicated. This provides a check on both the accuracy of the data-transfer process and the secondary analyst's understanding of the architecture of the data set and the system of variable labels.

Attention then turns to the mechanics of conducting the new statistical analyses. At this point, decisions about the handling of missing data need to be made. It may be possible to run analyses that leave out subjects with missing data (Allison, Gorman, & Primavera, 1993; Norman & Streiner, 1994), but the concerns about generalizability discussed in the previous section must be kept in mind. A rule of thumb in the methodological literature is that if 15% or more of the subjects in smaller studies are missing data for a variable, serious consideration should be given to dropping that variable from the analysis, unless certain assumptions can be met and acceptable methods of imputation can be found. Imputation is a possible solution when relatively small pockets of data are missing at random in a data set (which is not particularly common). This sometimes involves entering averages or extreme values for missing ones, but newer methods (for instance, multiple imputation) use multiple regression and other procedures to calculate probable values of missing data based on other available variables (Rubin, 1987, 1996). While such sophisticated statistical algorithms can sometimes be used to fill in higher proportions of missing data, consultation with an experienced statistician is usually necessary (Allison et al.; Hertel, 1976).
It will often be necessary to create new variables for analysis, especially if certain aspects of the original data were never fully explored. This may involve the construction of scales using previously established or new, analyst-generated scoring schemes, or it may involve the recoding of variables to provide contrasts or composite measures. Psychometric properties of all measures (both old and new) should also be independently assessed by the secondary analyst.

The details of specific analyses (univariate, multivariate, parametric, non-parametric, etc.) will obviously depend largely on the research questions and the levels of measurement of the individual variables. Analyses will often be highly exploratory, and multiple statistical tests may be performed to try to identify patterns in the variables. If the secondary analyst is not cautious, “fishing expeditions” capitalizing on chance may yield statistically significant results that reflect spurious or trivial differences or relationships among variables (Mills, 1993). Patterns of results, rather than individual statistical tests, should generally be used to determine whether or not hypotheses are supported.

In a secondary analysis, as in any study, sample size will influence the interpretation of statistical significance tests. Naturally, unless acceptable means of imputation can be implemented, statistical power is lost when many subjects have missing data. On the other hand, large sample sizes, often a key attraction of secondary data sets, will affect statistical significance in the other direction. The researcher must be careful to avoid mistaking very small, clinically meaningless but statistically significant effects for important findings (Deal & Anderson, 1995). Furthermore, if multiple tests are performed and the numbers of subjects represented in various analyses are uneven, variable statistical power across different tests must be considered when discussing patterns of significant and non-significant results.

The final phase of a secondary analysis, reporting the results, is in many ways similar to this phase of any research. In most cases, a brief description of the methodology used in the primary study will indicate the context of the original data collection. Referring the reader to publications from the original study is a good strategy for keeping this section brief. There must be a clear statement on the derivation of the final sample analyzed (i.e., the number of individuals screened in the original study, the number ultimately enrolled, the number completing follow-up, and finally the number meeting entry criteria for the secondary analysis and with data on the variables of interest). As discussed earlier, a comment in the Discussion about the limitations of the particular analysis that touch on the origins of the data will also be needed.
Conclusion: Contribution of Secondary Analysis to the Scientific Literature

By now it will be obvious that reduced expenditures of time and energy should not be the primary motivations for undertaking a secondary analysis. Experience will often show that obtaining a suitable data set, adapting it for use, and dealing with the many unexpected turns typical of secondary analysis is an extremely lengthy process. Before committing to a project, the analyst should review the appropriateness of a data set for the questions of interest. Missing data and subject attrition in a data set can temper enthusiasm for the broad ranges of variables on large numbers of subjects often available in secondary data sets. The secondary analyst must thoroughly understand the methods used in the original study, and must be especially vigilant about methodological issues with regard to sampling and measurement in order to accurately gauge the meaningfulness of his or her results.

Why, given all of these issues, would anyone choose secondary analysis? Put simply, for various reasons researchers often lack the resources (monetary and human) to assemble new databases that address their specific research questions. Secondary analysis becomes the methodology of choice when other researchers have collected data on similar variables and these older data sets might shed light concerning the new research questions.

The second half of the previous sentence is the critical one. As with all research appraisal, in reviewing the results of a secondary analysis the primary question is a simple one: Are the conclusions drawn by the investigators justified once the nature of the sample and the data analyzed are taken into account? (Abelson, 1995) Other questions include: Is the research grounded and presented in the context of relevant theory and empirical knowledge? Does the research add to existing knowledge on the phenomenon or issue? Is the research intellectually sterile, or "research for its own sake"? Has adequate attention been paid to potentially serious methodological issues? Have the researchers devised innovative solutions to such issues as missing data, instrumentation problems, or the absence of an appropriate control group (if relevant)? Some authors believe that the results of secondary analyses always require confirmation in future studies because of the extensive exploratory work involved, but in the quantitative paradigm all research results demand replication before being given credence.

Is secondary analysis as valid a form of scholarly inquiry as primary research? Given the premium placed on obtaining funding for
new data collections, the student or researcher embarking on a secondary analysis might encounter the view — particularly on the part of researchers who have spent years overcoming the many practical problems that arise in primary data collection — that this form of investigation deserves less recognition than primary research. The secondary analyst may well have to defend his or her choice of research to colleagues and, in the case of graduate students, faculty members who oversee and review their thesis or dissertation work.

Emotions aside, several things are clear. Secondary analysis extends the pool of knowledge to make maximal use of data that are often very expensive to collect. Secondary analysis forces researchers and the readers of their work to ask serious questions about the way in which conclusions are drawn from empirical data and are used to build knowledge in a discipline. The process involves considerable intellectual effort on the part of the secondary analyst, both in appropriately using statistical methods to answer clearly articulated, substantial (rather than trivial) research questions, and in situating the results in terms of both the research literature and the strengths and limitations of the data. Lastly, secondary analysis requires a considerable investment of time and expertise. It is unfair and unwise to generalize about the quality of such analysis. As with any research, judgements regarding methodological integrity and scholarly rigour in secondary analysis must always be made on a case-by-case basis.
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